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Abstract. Flying drones is a rather difficult thing to do and requires full pilot attention at all times. We have experimented with controlling drones using a Leap Motion, constructed two prototypes and evaluated it with potential users. While the concept has a lot of potential, different hardware is required to make it truly usable.

1   Introduction

Drones are aerial unmanned crafts that have recently become increasingly more popular with hobbyists and aerial photographers. Nowadays these drones are more in demand by people who are not simply flying for fun, but for photographing structures from the air; such as real-estates. Properly flying a drone requires a lot of experience and can be difficult even with lots of experience.

Currently, drones are controlled using some sort of a physical controller, such as a joystick or a handheld controller. Initially, users are presented with a high learning curve when trying to fly a drone with such a controller. Furthermore it is difficult to operate any other objects or devices while flying the drone because both of the pilots hands have to be used to control the drone at all time.

We have tried to find out whether or not controlling drones using hand movement, without the user having to hold a physical controller is a viable alternative to existing control methods. This might potentially allow for a  more accurate, natural and easier control of a drone. In the end, we feel like this control scheme is also more extensible than traditional, physical controllers; since additional gestures can be recognized to, for example, take a picture.

In this paper we will first look at the background of the problem, formally define the problem and lock down what we have researched in chapter 2. We will also specify our user group for the evaluations in this chapter. In chapter 3 we will go into more detail about our approach at researching the problem. Within this chapter we will elaborate how we determined critical issues and how this influenced development of the implementation of our two prototypes. Chapter 4 will describe the results of our research, more specifically the user evaluations we have performed. We will also elaborate how we have reacted on critical issues and other critics we have acquired as feedback during, for example, the user evaluations. Limitations of our approach at solving the problem will also be elaborated upon in this chapter. In chapter 5 we will summarize our findings. Finally, chapter 6 will state several other points related to this problem that can still be researched. The appendix contains several pictures of the physical prototypes we have built.

2   Controlling a drone is hard: let’s simplify it!
Experienced drone pilots may still have trouble accurately controlling a drone in a natural fashion. A real-estate photographer, for instance,  may want to take a quick picture or move the drone to the left a bit, without having to fiddle with buttons or knobs on a physical device. A hobbyist multi-tasking while flying a drone is near-impossible with physical controllers, as you always need two hands to use a controller.

To address these issues, we have researched whether or not controlling a drone by means of hand movement is a viable alternative to existing control schemes, allowing pilots to, for example, fly with one hand, or flying while holding another object in their hands. 

We expect our control scheme to be more intuitive and natural than using a physical controller. Other, existing approaches with controllers, allow the user to stabilize the drone in place while doing something else, but controlling the drone in any way is impossible without full user intervention. By simplifying our control scheme in a way, using other objects while controlling the drone should be possible.

We have chosen to limit the user group we will evaluate our prototype upon to experienced drone pilots. While taking the approach of testing with inexperienced pilots is a viable alternative, comparing controlling the drone with your hands with controlling it using a traditional controller is more difficult if the user has no experience flying a drone at all yet. The user analysis of experienced drone pilots we have performed will be summarized in the next subchapter.

User Analysis

We have determined three personas and relevant scenarios to establish a feeling on what sort of people belong within our user group. We have selected personas to represent hobbyists, photographers and users who utilize drones for measure or other scientific purposes. 

Besides these personas and scenarios, a task analysis has been performed. We determined the task hierarchy of the process of flying a drone when using a traditional control scheme and we determined the task hierarchy when using our proposed product for controlling a drone using hand movement.

3   Fly a drone the way you like
Our approach at solving this issue is by using hand movement as input for the drone, without intervention of a physical controller the user has to hold in order to control the drone. Since there no longer is a mechanical transition from the user’s hands to the input device, we suspect this approach may eventually lead to higher accuracy control. Multiple gestures can be introduced too for special actions such as taking a picture. Besides that, the control scheme is simplified to plainly moving with your hands in a way you would like the drone to move around, which feels more intuitive than moving several thumb sticks around, especially if you are just starting out.
Our proposed solution
We opted to use the Leap Motion for our input device. It should be seen as a system for tracking hand position and hand orientation and not for tracking gestures. This because we discovered in our first evaluation that seeing each movement as a separate component (upwards, downwards, forwards, rotate left, etc.) confuses the user. The whole controlling session should be seen as a uniform whole instead, in which the user can combine multiple actions. To take care of this we have opted to define a center point (the neutral point) around which all actions take place. The user can define a center point by making a fist, then opening his or her hand at any position within the sensor range. This will define the center point at which the drone will hover in a stable fashion. The user can then move his or her hand in all directions to make the drone move in the direction the user moves his hand from the drone’s viewpoint. By rotating the hand in a planar way the user can pivot the drone around its yaw. We discovered the user-defined center point may improve the usability a lot compared to a predefined center point, as such a predefined point has to be found by the user first and means the user has then to adapt to the system. When testing a predefined center point we found that the drones movement around this predefined center point does not match the users expectations and leaves it uncontrollable. By enabling the user to define the center point him- or herself the system truly adapts to the user’s preference.
The user can fly with one or two hands, in either case the user can use other objects with his hands while controlling the system. Since the control scheme, at least after initialization, is very intuitive in a way that the user can sort of emulate what movements the user wants the drone to do, controlling the system is fairly simple.

Our final (second) prototype is implemented using a Parrot Minidrone Rolling Spider as drone, the Leap Motion as input device and a laptop with a Intel® Dual Band Wireless-AC 3160 Bluetooth LE transceiver to communicate with the drone. The software is implemented using a Node.js application which converts the input received from the Leap Motion into commands for the drone.
Usability specification

To test whether or not our proposed solution works out well, we have developed a usability specification, elaborated upon in more detail in our paper design (see also Appendix I). We have used these usability specification to test how well our first prototype is. The usability specification consists of an objective and subjective part.
The objective part is about measuring the efficiency the user achieves using this system by timing how long certain actions take, how many errors occur while using the system and how accurate the user can control the drone through our prototype. We accepted a slight decrease in performance compared to flying using a controller for now as the technique is highly unusual and not yet refined.

The subjective part measures the user’s opinion. We conducted a SUS questionnaire to determine the user’s opinion in a measurable fashion, but also recorded the user’s verbal opinion by recording each and every interaction we had with our users.
We did these measurements and SUS elicitations right as the user started using the product and after some time getting used to the product to determine short- and long-term results.
Furthermore we created a test to research the baseline. A separate group of test subjects were asked to fly a drone by using a traditional controlling method (a handheld controller) to see what the current conditions for our usability specifications are and what the learning curve for current methods holds.
4   Results and Evaluation

We have executed three user evaluations: initial interviews and two tests with our two prototypes and users. Each of these evaluations will be summarized below, mainly the results we have retrieved through them. We will go over our usability requirements in more detail for our final prototype: the second one.

Initial interviews results
The initial interviews we have conducted with users have led to some interesting initial insights. The inability to move around while controlling the drone is a critical issue of our proposed prototype. Because we are using the Leap Motion as input device the users are bound to standing or sitting in front of a table. Another key point we have discovered is that seeing the control scheme as a set of separate gestures typically confuses the user. This resulted in our control scheme being based on smooth hand movements instead of true gestures. For our first prototype we have thus defined a center point somewhere above the Leap Motion. The user can then move his or her hand relatively from this point to control the drone. Since we were somewhat stuck with the Leap Motion as accurate hand tracking device, we have decided to keep on using it.
First prototype evaluation

After the first evaluation we came to the conclusion the way we have implemented our first prototype does not work well. The interaction became much more indirect than it was before due to the extra layers of input propagation required (for visual support see Appendix I). The test users claimed the feedback they received from the system, that is, the way the drone moves around, does not match the expectation when they gave any sort of movement command. The SUS score averaged at 53 at the sort term evaluation and 56 at the long term evaluation. This is far below our target and even below the worst acceptable score for the worst case. The SUS questionnaire gave quite some insight, though. People generally think the system is not complex to use, but the feedback truly is the main issue. The drone simply does not respond in a way the users expect, which is the critical point improvements should be made upon. Users are, however, very enthusiastic about the whole concept, which means it certainly has potential if worked out more.
Second prototype evaluation
Todo: truly link to the usability requirements, review in detail, walk though table of usability specs
Limitations

The initial idea of the prototype, implemented using a Leap Motion as input device, has several limitations. During initial interviews, we discovered that the ability to move around while flying is essential for operating the drone. Our prototype requires you to be stationary, since the Leap Motion cannot be moved around. While the concept of controlling a drone with hand movement is not thrown out of the window due to this discovery, other kinds of input recognition is essential to ensure high practical usability.

Todo: Review the usability requirements with respect to the final prototype.

5 Conclusion and Discussion

As a result we could conclude that the Leap Motion certainly offers a viable alternative to the range of existing drone control devices currently on the market. It can be precise and the drone can be flown correctly after several minutes of training.
There are, however, some limitation to the system. First and most important is: learning to correctly and efficiently steer a drone this way, is not less difficult than existing controllers, which is something we were looking for. Secondly we wanted to offer the user freedom in their movements when using this controller. Even though a user’s hands are now completely free and he/ she is able to operate other devices at the same time as flying, they are not able to walk around. This is a clear disadvantages to existing controllers. Furthermore (at least one of) your hands is still expected above the Leap Motion, which makes this too a debatable statement since it leaves users not entirely free in their hand movements.
6   Future Work

In the future, a related usability study could be performed focusing on users who are initially inexperienced with flying a drone in the first place. While we compared our control scheme with traditional control schemes with experienced drone pilots, we suspect our control scheme makes flying a drone more accessible for new users as the control scheme feels more intuitive and has thus a lower learning curve than traditional control schemes.

Embedding the software used to convert the Leap Motion input signals to a single device, making it easier to set up the system, is another key point for future research. When the controlling device is embedded, it becomes more practically applicable.

Testing other input devices than the Leap Motion to permit moving around while controlling the drone can severely improve usability too. For example, developing a proper control scheme for the Myo armband to control a drone intuitively could allow moving around while controlling the drone, increasing usability.
Appendices
Appendix I: Usability specifications

	Attribute
	Measuring instrument
	Value to be measured
	C

	W

	T

	B


	Initial performance
	Fly drone between two platforms and land
	Time of controlling the system, until landing (hands interacting with Leap)
	-
	4m
	1m
	20s

	Long-term performance
	Fly drone between two platforms and land
	Time of controlling the system, until landing (hands interacting with Leap)
	15s
	90s
	30s
	15s

	Initial performance
	Fly drone between two platforms and land
	Amount of inputs that caused the drone to make movements not adding to moving to the target
	-
	10
	3
	0

	Long-term performance
	Fly drone between two platforms and land
	Amount of inputs that caused the drone to make movements not adding to moving to the target
	-
	3
	1
	0

	Initial performance
	Rotating the drone steady in the air
	Maximum offset the drone made during test execution
	-
	80cm
	30cm
	10cm

	Long-term performance
	Rotating the drone steady in the air
	Maximum offset the drone made during test execution
	10cm
	40cm
	20cm
	10cm

	First impression
	SUS questionnaire
	SUS score
	-
	50
	75
	100

	Long-term impression
	SUS questionnaire
	SUS score
	-
	60
	80
	100


Appendix II: Photos of first prototype
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� Current level (based on flying with a normal controller)


� Worst acceptable level


� Target level


� Best possible level





